Abstract. Images obtained under adverse weather conditions, such as haze or fog, typically exhibit low contrast and faded colors, which may severely limit the visibility within the scene. Unveiling the image structure under the haze layer and recovering vivid colors out of a single image remains a challenging task, since the degradation is depth-dependent and conventional methods are unable to overcome this problem. In this work, we extend a well-known perception-inspired variational framework for single image dehazing. Two main improvements are proposed. First, we replace the value used by the framework for the grey-world hypothesis by an estimation of the mean of the clean image. Second, we add a set of new terms to the energy functional for maximizing the inter-channel contrast. Experimental results show that the proposed Enhanced Variational Image Dehazing (EVID) method outperforms other state-of-the-art methods both qualitatively and quantitatively. In particular, when the illuminant is uneven, our EVID method is the only one that recovers realistic colors, avoiding the appearance of strong chromatic artifacts.
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1. Introduction. Under good visibility conditions, the human eye can resolve two different objects only within a range of a few kilometers. Indeed, when looking at mid and long range open natural scenes, colors of far away parts of the scene tend to mix with the color of the atmosphere, gradually fading away and vanishing against the horizon. However, distance is not the only factor that can deteriorate perceptibility, but also bad weather conditions can accentuate visibility decrease. The presence of tiny suspended particles in the atmosphere lying between the observer and the objects in the scene can cause the deflection of light beams that travel from the latter to the former. This is produced by a wide range of factors, including dust, pollution, fog, haze, rain, or snow.

Recently, the problem of restoring and properly enhancing images affected by bad atmospheric conditions has attracted much attention in the image processing and computer vision community. From a practical point of view, many vision systems operating in real-world outdoor scenarios assume that the input is the unaltered scene radiance. These techniques designed for clear weather images may suffer under bad weather conditions where, even for the human eye, discerning image content can...
Fig. 1.1. (a) Hazy image, where the degradation increases with distance. A non-uniform illuminant dominates the scene. (b) The result of our dehazing method.

represent a serious challenge. Therefore, robustly recovering visual information in bad weather conditions is essential for several machine vision tasks, such as autonomous robot/vehicle navigation [15], remote sensing [22] or video surveillance systems [49, 10]. Aerial and remotely sensed images, related to applications such as land cover classification [51, 23], and even underwater image restoration [6, 11] can also benefit from efficient dehazing techniques.

From a physical point of view, models of the propagation of light through the atmosphere can be traced back to the work of Kochsmieder [20], who formulated a simple linear model relating the luminance reflected by an object to the luminance reaching the observer. This model identified the distance between the observer and the source, as well as the particle composition of the atmosphere, as the key parameters that govern the decay of the luminance. From then on, studies of the interaction of light with the atmosphere continued growing as a rich field of research in the area of applied optics [27, 25].

Based on these physical models, many image dehazing methods have been proposed. They can be roughly classified into multiple image ones [33, 29, 39, 30, 31, 32], if they use more than one input image to estimate depth information, or single image ones [43, 17, 9], that work only with an initial degraded image. We can also find works that directly compute the albedo. In this case, a depth map can be obtained as a by-product of these methods. Examples of this approach include the work of Tan [42], where the albedo is estimated by imposing a local maximization of contrast, or Fattal [8], where it is assumed that depth and surface shading are locally uncorrelated. Unfortunately, both of these approaches rely on the assumption that depth is locally constant, and as a consequence, the obtained images may sometimes suffer from artifacts and tend to over-enhance the results.

This work is an extension of the conference work of [12]. In this version, two main developments over the previous work have been introduced. First, we have extended the original functional, adding extra energy terms that allow us to control the degree of image saturation on the output. Second, we have conducted an exhaustive quantitative evaluation versus a large set of recent methods. As our experiments demonstrate, the minimization of our model provides high-quality haze-free images, even in challenging scenarios with uneven illumination or remarkably poor chromatic information. These seem to be situations where the majority of the state-of-the-
art methods tend to encounter difficulties in restoring the degraded image without introducing color artifacts.

The rest of the paper is structured as follows. In the next section we review recent methods for image dehazing. Next, we formulate the image dehazing problem in a variational setting, and we develop our Enhanced Variational Image Dehazing (EVID) method. Section 4 is devoted to experimental results and comparison to other state-of-the-art methodologies. We end up in section 5 by summarizing our approach.

2. Related work. Most previous works on image dehazing are based on solving the image formation model presented by Koschmieder [20] that can be computed channel-wise as follows

\[
I(x) = t(x)J(x) + (1 - t(x))A,
\]

where \(x\) is a pixel location, \(I(x)\) is the observed intensity, \(J(x)\) is the scene radiance, corresponding to the non-degraded image, transmission \(t(x)\) is a scalar quantity that is inversely related to the scene’s depth, while \(A\), known as airlight, plays the role of the haze color, which is usually considered constant over the scene, and therefore in a channel-wise formulation it is a scalar value.

Solving Eq. (2.1) is an under-constrained problem, i.e. there exist a large number of valid solutions. To constrain this indeterminacy, extra information in different forms has been introduced in the past. A large part of these works can be grouped under the category of methods that work with multiple input images or other data, which must be fused to take profit of this extra-information. For example, in [31], several instances of the same scene are acquired under different weather conditions. Then, differences in pixel intensities allow to estimate depth discontinuities, computing thus a scene structure map that enables the recovery of a clear weather scene. Schaul et al. acquire visible and near-infrared (NIR) images of the same scene [38], taking profit of the fact that NIR images are less sensitive to haze. Both images are then fused by means of a multiresolution scheme to obtain a dehazed image. The work in [19] retrieves depth information from geo-referenced digital urban and terrain models. An interactive registration of the photograph and its model is performed, after which depth information is available, making possible to remove haze effects in the input image. In [39], multiple images taken through a polarizer at different orientations are used. This approach relies on the fact that the light scattered by atmospheric particles is partially polarized to invert a physical model of image formation, enhancing scene contrast and correcting color. Unfortunately, all these methods depend on the acquisition or availability of extra information, which is often unavailable, and this hinders the practical use of these techniques.

Dehazing is particularly challenging when only a single input image is available. In this case, the majority of existing methods are also focused on solving Eq. (2.1) by inferring depth information. The method in [4] assumes that hazy images are usually acquired outdoors, allowing to conclude certain characteristics about the geometry of hazy scenarios. For example, the top part of the image is considered to contain the most hazy regions in the image. Tarel et al. propose in [43] a fast algorithm that estimates the atmospheric veil (equivalent to the depth map) through an optimization procedure in which they impose piecewise smoothness. The main advantage of this method is its low complexity, that they show to be a linear function of the number of pixels. More recently, several fusion-based dehazing strategies have also been proposed. In [4], a multi-scale fusion strategy is adopted, in which the authors compute several weighting maps (based on luminance, chromaticity and saliency), that they
use to fuse a white-balanced and a contrast enhanced version of the original degraded image. In [48], the depth map is obtained by a fusion procedure in a probabilistic framework.

When inverting models like the one in Eq. (2.1), there is a risk of enhancing both the underlying signal and the noise. Some works have also studied this issue. For example, in [18], a variational formulation is proposed, in which a distance-dependent and edge-preserving regularization term is introduced, resulting in a numerical scheme that is able to dehaze the input image while denoising far away regions. The variational point of view has also been recently exploited in [7], where Fang et al. proposed a variational formulation intended to dehaze a degraded image while denoising it. After estimating the depth information using a variation of the dark channel prior, the authors formulated an image energy, that they minimized using the primal-dual Chambolle-Pock algorithm [5]. Existence of a minimizer and convergence of the numerical schemes were also discussed.

A special mention deserves the dark channel methodology [17], probably the most successful technique to date, due to its simplicity and effectiveness. This method is based on the statistical observation that haze-free images are colorful and contain textures and shadows, therefore lacking locally the presence of at least one of the three color components. On the contrary, hazy images present less contrast and saturation. As depth increases and the haze takes over the image, the contrast and saturation further decrease, providing an estimate of the depth information based on which it becomes possible to invert Eq. (2.1), obtaining high-quality results.

Several methods that are independent of an initial estimation of the scene depth have also been devised. Tan [42] observes that a haze-free image must have more contrast than a hazy one, and also that the amount of haze varies smoothly. Considering that nearby pixels tend to lie in the same depth layer of the scene, and thus are equally affected by haziness, he formulates a cost function attempting to maximize contrast while preserving depth smoothness locally. This cost function is optimized within a Markov random field framework, yielding a haze-free image. In [8], Fattal estimates scene depth by extending the image formation model to take into account both transmission and surface shading. He then looks for a haze-free solution of the model in which the resulting shading and transmission functions are locally uncorrelated in an statistical sense. In a subsequent work [9], the same author builds on the concept of color-lines, establishing that for natural images, pixels exhibit a local one-dimensional distribution in the RGB space. A local image formation model is derived to adapt the color-lines concept to hazy images, and transmission in the scene is estimated by means of a Markov random field that also allows to control noise. A substantially different approach is adopted by Nishino et al. in [34]. Rather than attempting to estimate depth in an initial stage, the authors resort to a Bayesian probabilistic framework, in which they are able to jointly estimate the albedo and the depth, by considering them as two statistically independent latent layers.

3. Enhanced Variational Image Dehazing (EVID) method. The majority of current dehazing algorithms are based on an estimation of the image depth (or transmission). Therefore, these methods are susceptible to fail when the physical assumptions underlying Eq. (2.1) are violated. This is a common phenomena both in real life, for example, when there is a source of light hidden by the haze, and in virtually-generated images that add different types of fog. Methods that do not estimate the model depth do not suffer from this problem, but they usually result in over-enhanced images due to the special characteristics of the degradation associated
with haze. More conventional contrast enhancement algorithms, such as histogram
equalization, are not suitable either. Fortunately, recent spatially-variant contrast
enhancement techniques can be adapted to perform well for image dehazing tasks. In
the following, we develop a variational framework for image dehazing that enforces
contrast enhancement on hazy regions of the image throughout an iterative procedure
allowing us to control the degree of restoration of the visibility in the scene.

3.1. Variational contrast enhancement. In 2007, Bertalmío et al. [3] pre-
sented a perceptually-inspired variational framework for contrast enhancement. Their
method is based on the minimization of the following functional for each image channel
\( I \):

\[
E(I) = \frac{\alpha}{2} \sum_x \left( I(x) - \frac{1}{2} \right) + \beta \sum_x (I(x) - I_0(x))^2 - \frac{\gamma}{2} \sum_{x,y} \omega(x, y)|I(x) - I(y)|,
\]

where \( I \) is a color channel (red, green or blue) with values in \([0, 1]\), \( I_0 \) is the origi-
nal image, \( x, y \) are pixel coordinates, \( \alpha, \beta, \gamma \) are positive parameters, and \( \omega(x, y) \) is
a positive distance function with its value decreasing as the distance between \( x \) and
\( y \) increases. This method extends the idea of variational contrast enhancement pre-
sented by Sapiro and Caselles [37] and it also shows a close connection to the ACE
method [36]. Bertalmío and co-authors have later revealed connections between this
functional and the human visual system: they generalized it to better cope with per-
ception results [35], and they established a very strong link with the Retinex theory
of color [2].

The minimization of the image energy in Eq. (3.1) presents a competition between
two positive terms and a negative one. The two positive terms prevent the solution
from departing too much from the original image (second term) and preserve the gray-
world hypothesis (first term). The negative competing term attempts to maximize
the contrast. By focusing on this negative term of Eq. (3.1), we can observe a very
useful relation with dehazing methods. It can be written as:

\[
\sum_{x,y} \omega(x, y)|I(x) - I(y)| = \sum_{x,y} \omega(x, y) \left( \max(I(x), I(y)) - \min(I(x), I(y)) \right).
\]

We see from the above equation that the contrast term is maximized whenever the
minimum decreases or the maximum increases, corresponding to a contrast stretching.
Notice that minimization of local intensity values is one of the premises of a haze-free
image, according to the Dark Channel prior [16]. The second premise of this prior is
the presence, locally, of a low intensity of Red, Green or Blue. We will extend our
method to handle also this hypothesis in subsection 3.3.

3.2. Modifying the Gray World assumption. In the image dehazing con-
text, the Gray World hypothesis implemented in Eq. (3.1) is not adequate, since
we want to respect the colors of the haze-free image, not to correct the illuminant
of the scene. Different modifications of this hypothesis have already been proposed
for several problems [10, 50]. Here, to approximately predict which should be the
mean value of a dehazed scene, we rely on the model of Eq. (2.1), that is written
channel-wise as:

\[
I^j = J^j t + (1 - t) A^j,
\]

where \( j \in \{R, G, B\} \). By rearranging and taking the average of each term, we can
write:

\[
\text{mean}(J^j \cdot t) = \text{mean}(I^j) - \text{mean}((1 - t) A^j).
\]
Now, we make the following two assumptions:

1. On a hazy image, color of a pixel is depth-dependent. On a haze-free image, however, we can expect colors to be independent of where the object is located in the scene. Thus, we can assume that $J^j$ and $t$ are uncorrelated, allowing us to write:

$$\text{mean}(J^j \cdot t) = \text{mean}(J^j) \cdot \text{mean}(t)$$

2. We assume also that $t$ has a uniform distribution across the image, i.e., depth values are equally distributed. This can be expressed simply as $\text{mean}(t) = 1/2$.

Using the above assumptions, we can estimate $\text{mean}(J^j)$ as:

$$\text{mean}(J^j) \approx 2 \text{mean}(I^j) - \text{mean}(A^j).$$

The airlight $A$ takes a constant value for each channel that can be roughly approximated by the maximum intensity value on each component, since haze regions have usually higher intensity. Thus, a reasonable approximation for the mean value of the haze-free scene, and in consequence a new gray-world value, is given by:

$$\mu^j = \text{mean}(J^j) \approx 2 \text{mean}(I^j) - A^j.$$  

We can now rewrite the energy functional as:

$$E(I^j) = \frac{\alpha}{2} \sum_x (I^j(x) - \mu^j)^2 + \frac{\beta}{2} \sum_x (I^j(x) - I^0_j(x))^2 - \frac{\gamma}{2} \sum_{x,y} \omega(x,y)|I^j(x) - I^j(y)|,$$

To minimize the above energy, we first need to compute its Euler-Lagrange derivative. In [3], the authors found that a minimizer of (3.5) must satisfy:

$$\nabla E(I^j) = \alpha(I^j(x) - \mu^j) + \beta(I^j(x) - I^0_j(x)) - \gamma R(I^j)(x) = 0, \quad j \in \{R, G, B\}$$

where the function $R(I)$ is a contrast enhancement operator:

$$R(I)(x) = \frac{\sum_y \omega(x,y)s(I(x) - I(y))}{\sum_y \omega(x,y)},$$

and $s$ is a smooth approximation of the sign function, that accounts for the first derivative of the absolute value. Details can be found in [3]. In the next subsection, we formulate an extended version of the energy given in (3.5). We also give in the Appendix a proof of the computation of its variational derivative. This proof generalizes the one included in [3].

We can now apply a gradient descent strategy. To this end, we solve $\frac{\partial I}{\partial t} = -\nabla E(I)$, being $t$ the evolution parameter. For the case of the energy given by Eq. (3.5), with the modified gray world assumption, after an explicit discretization in time, we have:

$$I^j_{k+1} = I^j_k(1 - \Delta t(\alpha + \beta)) + \Delta t(\alpha \mu^j + \beta I^0_j) + \Delta t \gamma R(I^j_k), \quad j \in \{R, G, B\}$$

The initial condition for this descent is $I^j_{k=0} = I^j(x)$. The computation of operator $R$ is reformulated in terms of convolutions by means of Fast Fourier Transforms. This brings a significant computational improvement to the method, since the effort to compute expression (3.7) falls down from $O(N^2)$ to $O(N \log(N))$. Details of this argument for complexity reduction can be found in [3, 13].
3.3. Controlling the saturation. The variational framework has several advantages over traditional closed-form solutions. First, it provides an iterative procedure that allows the user to stop the iterations as soon as the image meets a desired degree of quality. Also, the effect of the modification of the parameters governing the evolution of Eq. (3.8) is simple to understand and has a clear meaning. Furthermore, the energy-based formulation eases the combination of different image processing objectives. For example, we can combine Eq. (3.5) with a depth map coming from any of the algorithms that are able to estimate a 3D structure in the scene, to enforce denoising or deblurring tasks in far away areas of the scene. As an additional feature of the proposed method, in this section we illustrate how we can add an extra term to Eq. (3.5) allowing us to recover more vivid colors, in case the output image seems too washed-out, or if the user considers there is too much saturation in the recovered scene.

Hazy images are not only characterized by a loss of contrast, but they also exhibit a low saturation that makes colors look faint. The degree of saturation of a pixel \( x \) in a RGB image is defined by the following formula:

\[
S(x) = \frac{\max(I_R(x), I_G(x), I_B(x)) - \min(I_R(x), I_G(x), I_B(x))}{\max(I_R(x), I_G(x), I_B(x))} = 1 - \frac{\min(I_R(x), I_G(x), I_B(x))}{\max(I_R(x), I_G(x), I_B(x))}
\]

(3.9)

This implies that saturation of a pixel is augmented as long as the maximum increases or the minimum decreases in the above formula. This idea complies in part with the Dark Channel prior, which states that in a local neighborhood around a haze-free pixel, we should find a low value of intensity in some of the RGB channels. We have already included the spatial component of this assertion in Eq. (3.2). The maximization of the expression there enforces locally the presence of low intensity pixels. To incorporate the chromatic component, we simply modify the contrast increase term given by Eq. (3.2) to account for the value of the pixel in the different channels:

\[
\sum_{x,y} \omega(x, y)|I^j(x) - I^l(y)| = \sum_{x,y} \omega(x, y) \left( \max(I^j(x), I^l(y)) - \min(I^j(x), I^l(y)) \right)
\]

where \( j \neq l \), \( j, l \in \{R, G, B\} \). This amounts to extending the energy in Eq. (3.5) by introducing an inter-channel stretching term:

\[
E(I^j) = \frac{\alpha}{2} \sum_{x} (I^j(x) - \mu_j)^2 + \frac{\beta}{2} \sum_{x} (I^j(x) - I_0^j(x))^2 - \frac{\gamma}{2} \sum_{x, y} \omega(x, y) |I^j(x) - I^l(y)|
\]

(3.10)

\[
- \left( \frac{\eta}{2} \sum_{x, y} \omega(x, y) |I^{j+1}(x) - I^{j+2}(y)| + \frac{\eta}{2} \sum_{x, y} \omega(x, y) |I^j(x) - I^{j+2}(y)| \right)
\]

where \( j \in \mathbb{Z}_3 \). In here, \{R, G, B\} is identified with the space of integers modulo 3, \( \mathbb{Z}_3 \), meaning for instance that \( I^2 = I^B \), and \( I^3 = I^R \). The derivative of this extended energy is given by the following expression:

\[
\nabla E(I^j) = \alpha (I^j(x) - \mu_j) + \beta (I^j(x) - I_0^j(x)) - \gamma R(I^j, I^{j+1}(x)) - \eta [R(I^j, I^{j+1}) + R(I^j, I^{j+2})], \quad j \in \mathbb{Z}_3,
\]

(3.11)
where we have introduced an extension of the operator (3.7) by considering the operator
\( R(I_1, I_2) \) defined as follows:

\[
R(I_1, I_2)(x) = \frac{\sum_y \omega(x, y) s(I_1(x) - I_2(y))}{\sum_y \omega(x, y)}.
\]

Notice that when \( I_1 = I_2 \), this reduces to the mono-channel contrast enhancement
operator defined in (3.7). Thus, the energy in Eq. (3.10) includes the one in Eq. (3.5)
as a particular case, and so does its derivative. We include a proof of equation (3.11)
in the appendix.

Now, a complete numerical gradient descent that increases local contrast and
saturation can be written as:

\[
I_{j,k+1}^j = I_{j,k}^j (1 - \Delta t(\alpha + \beta)) + \Delta t(\alpha \mu^j + \beta I_0)
+ \Delta t(\gamma R(I_{j,k}^j, I_{j,k}^{j+1}) + \eta [R(I_{j,k}^j, I_{j,k}^{j+1}) + R(I_{j,k}^j, I_{j,k}^{j+2})]),
\]

where \( j \in \mathbb{Z}_3 \). Parameter \( \eta \) controls the degree of saturation increase. If necessary, a
change of sign in the last term of (3.13) would accomplish a local saturation decrease.

The iteration of Eq. (3.13) until steady-state configures our proposed Enhanced
Variational Image Dehazing (EVID) method. EVID provides the user with a mech-
anism to control the amount of saturation on the recovered colors. As an example,
in Fig. (3.1a) we display a hazy open scene. The enhanced versions of the input
image appearing in Fig. (3.1a) have been obtained by using Eqs. (3.8) and the EVID
method, respectively. The convenience of applying EVID over the method of Eq.
(3.8) is demonstrated in the close-up details appearing in Figs. (3.1d) to (3.1i). We can appreciate how the addition of the inter-channel saturation term produces more intense colors both in far away regions of the scene and in middle-range areas.

4. Experimental results. In this section, the dehazing capability of our EVID method is tested qualitatively and quantitatively by comparing it with several existing techniques. To qualitatively evaluate our method, we have executed it over various hazy images that are quite popular in the literature of image dehazing for evaluation purposes, as well as in other realistic scenarios, in which the illumination affecting the scene is non-uniform and the physical model in Eq. (2.1) becomes invalid. Likewise, for the quantitative evaluation of the experimental results, we make use of real depth data provided by [41] to produce both homogeneous and heterogeneous haze layers over real-world scenarios. We then compare the ability of our method to remove that haze layer by means of several standard full-reference metrics, comparing also against various state-of-the-art approaches.

Regarding the parameter configuration, we have considered Eq. (3.13) with the following baseline values: $\alpha = 0.5$, $\beta = 0.5$, $\gamma = 0.2$, and $\eta = 0.02$. Both distance functions were defined as Gaussians with kernel of standard deviation equal to 50 pixels. The time step was set to $\Delta t = 0.15$, and we considered that a steady-state of the gradient descent was achieved when the difference between the images of two consecutive iterations was below $0.020$. A sensitivity study with respect to the parameters of our methods is provided in Section 4.1.3.

4.1. Qualitative evaluation. To evaluate the performance of a dehazing technique, the most popular criteria are often the amount of retrieved visibility for far away details, together with the plausibility of the colors that appear in the recovered scene. In this section, we consider also these subjective measurements to comment on the performance of our method when compared with other existing approaches.

4.1.1. Comparisons to state-of-the-art methods. Fig. 4.1 displays a hazy scene typically used as a benchmark for testing a dehazing method. In this case, all methods effectively recover visibility of hidden details at the bottom of the scene, being the technique of Meng et al. [26] the one that retrieves slightly more structure than the rest. Unfortunately, this seems to happen at the price of introducing some color artifacts at the leftmost part of the image. The rest of the methods are free from these artifacts.

On the other hand, the image in Fig. 4.1a is a particularly interesting test case, since the headlights of the train are useful to evaluate the way each method handles other light sources different from the ambient light. We can appreciate how only our EVID method and the one of Tarel et al. [43] are capable of correctly preserving the shape of the three lights. However, in this case our method recovers more vivid colors than [43], as can be seen by observation of the red wagon at the left of Figs. (4.1c) and (4.1f).

Figure 4.2 displays an image of New York City, also often considered for benchmarking of dehazing algorithms. Therein, our EVID method is compared against the works in [8, 42, 19, 9, 17, 43]. Visibility of distant objects is again recovered by every method up to a reasonable degree. The recent method of Fattal [9] and the Dark Channel method [17] are possibly the ones recovering most realistic colors, although a close analysis reveals that they fail to recover the information underlying in the horizon (see upper right corner in Figs. 4.1e and 4.1f). Also, the method by Tan [42] suffers of noticeable over-saturation artifacts.
Fig. 4.1. (a) Typical benchmark image for dehazing algorithms. (b) to (f): Result of processing with the following methods: (b) He et al. [17], (c) Tarel et al. [43], (d) Meng et al. [26], (e) Gibson et al. [14], (f) Our proposed EVID method.

Fig. 4.2. (a) New York City image (input). Result of processing with methods of: (b) Fattal [8], (c) Tan. [13], (d) Kopf et al. [19], (e) Fattal [9], (f) He et al. [17], (g) Tarel et al. [43], (h) Our proposed EVID method.
The previous two examples demonstrate how for typical images, existing algorithms (including ours) can handle haze effectively, recovering visibility up to some extent. On the other hand, each of the methodologies restores chromatic information in a different way, although the majority of the available techniques produce rather plausible colors. Differences in the performance are subtle and only little details reveal whether a method is performing better than another in particular regions of the image.

Unfortunately, little research has addressed the problem of image dehazing in a more challenging and also realistic scenario, such as the one depicted in Fig. 4.3 or Fig. 4.4. Let us notice that most of the state-of-the-art methodologies rely on the previous computation of a depth map of the scene. They usually resort to a physical model of the image formation under haze and bad weather conditions, such as Eq. (2.1). This model assumes constant illumination in the scene. When this assumption is violated, the airlight cannot be considered to be constant. The result is a transmission underestimate or overestimate in unevenly illuminated areas, and color distortions characterized by dark blue regions appear in the restored images.

The method proposed in this work benefits from the advantage of depending only mildly on physical considerations. The EVID method does not need to compute any depth information prior to restoration. Thanks to this feature, unevenly illuminated regions are handled properly, and scene structure can be recovered without introducing excessive color distortion. Fig. 4.3 clearly demonstrates this point. The original image in Fig. (4.3a) was extracted from [48]. The sun appears behind the haze at the upper left part of the image, producing a non-uniform illuminant: the leftmost part of the sky appears brighter than the rightmost side. The methods that rely on an accurate estimate of the airlight and the depth are fooled by this non-uniformity, and generate strong color artifacts. In this case, only our method is capable of retrieving some of the buildings structure without producing a chromatic degradation.

The same challenging scenario is faced in Fig. 4.4. Again, the compared methods cannot avoid the creation of color distortions in the effort to increase contrast in the upper rightmost part of the original hazy image. In this case, the EVID method was executed with a single parameter modification: $\gamma$ was set to 1, forcing the solution to stay closer to the original image. This represents another advantageous feature of the variational approach, since the attachment to data term provides the user with an intuitive way of controlling whether the contrast increase is excessive or insufficient.

The example in Fig. 4.5 shows another useful characteristic of our approach. Most works rely on the presence of enough color information in the scene so as to recover the depth structure. When this chromatic information is weak or missing, the result is often also an image with unpleasant color artifacts. The EVID method operates in a channel-wise manner, handling thus more robustly the lack of color cues in the input image, as can be observed in the results obtained by the other physically-based techniques when compared to our variational approach, see Fig. (4.5f). As in the previous image, a single parameter variation was considered for this image: $\gamma$ was set to 1.5, forcing the solution to stay closer to the original image.

Fig. 4.6 presents another image suffering from poor chromatic information. As in the previous case, our method seems to be the only one capable of restoring content in far away areas of the scene without introducing a remarkable color degradation.

4.1.2. Comparisons with contrast enhancement approaches. The results described in the previous section clearly illustrate the advantages of the EVID method over other recent dehazing techniques. Most of these advantages come from the fact
that EVID does not compute a transmission map of the hazy scene. On the other hand, we do incorporate in the model a mild physical constraint, since our modified Gray-World hypothesis relies on an estimate of the mean of the haze-free scene, and this is obtained from the physical model given by Eq. (2.1). This also explains the improvement of EVID with respect to other contrast enhancement methods that do not consider any physical cue. To illustrate this point, we show in Fig. (4.7) the result...
Fig. 4.5. (a) An image of Paris, with a lack of chromatic information due to haze in the scene. Result of processing with methods of (b) He et al. [17]. (c) Fattal [5]. (d) Nishino et al. [34]. (e) Meng et al. [26] (f) Our proposed method.

of processing three hazy scenes with EVID, as well as with a conventional contrast enhancement method (Histogram Equalization, HE) and the advanced variational contrast enhancement model on which the EVID method builds, introduced in [3] and described by Eq. (3.1). Notice that for a fair comparison, this model is run here with a parameter configuration analogous to the one of EVID.

In the three examples shown, we can clearly appreciate how EVID produces more vivid colors while increasing contrast. In Fig. (4.7a) we see the same hazy image of a train as in Fig. (4.1a). HE saturates large parts of the image, in an attempt to obtain a global uniform histogram. On the other hand, the method in [3] does not saturate bright areas, but it seems unable to retrieve plausible colors in far-away regions of the scene, such as the red wagon or the green bush next to the train.
Fig. 4.6. (a) An image of Moscow, with a lack of chromatic information due to haze in the scene. Result of processing with methods of (b) He et al. [17], (c) Meng et al. [20], (d) Nishino et al. [24], (e) Fattal [9], (f) Our proposed method.

In Fig. (4.7e), we have a natural landscape with a forest on it. Again, HE burns dark regions while saturating to white on brighter areas. However, in this case, the method in [3] is capable of retrieving a similar contrast when compared to EVID. Unfortunately, due to the Gray World hypothesis implemented by [3], the model lacks the ability to produce intense colors.

Finally, in Fig. (4.7i) we include a hazy view of the city of Taipei. We can appreciate similar drawbacks for HE, which forces dark areas to become black and handles incorrectly the sky areas, saturating to white the top part of the image. Also, the method in [3] recovers some contrast, but again it produces grayish colors due to the Gray World assumption it incorporates, further supporting the idea that a smart contrast enhancement is not enough to approach the problem of haze removal. In this case too, the EVID method is able to recover contrast while producing richer colors. All these observations can be better appreciated in Fig. 4.8, where we have included close-up details of the image areas marked by blue, red, and yellow rectangles on Figs. (4.7a), (4.7e), and (4.7i).

4.1.3. Parameter Sensitivity. In this section, we study the influence of the different parameters presented in the model (degree of contrast, attachment to initial input, and saturation enhancement).

Let us first analyse the influence of the parameter $\gamma$, which controls the degree of contrast enhancement provided by the method. Fig. (4.9a) shows a hazy scene of the city of Bilbao. The restored version displayed in Fig. (4.9c) has been obtained with the configuration of parameters recommended above, namely $\alpha = 0.5$, $\beta = 0.5$, $\gamma = 0.2$, and $\eta = 0.02$. The images appearing in Figs. (4.9b) and (4.9d) have been produced by varying parameter $\gamma$. Specifically, we have set $\gamma = 0.1$ and $\gamma = 0.3$. We can appreciate how this modification produces a smooth variation of contrast in the scene, with an insufficient increase in contrast for $\gamma = 0.1$, and a slightly over-enhanced output for $\gamma = 0.3$. This can better appreciated in the close-up details of
Fig. 4.7. Result of applying a conventional and an advanced contrast enhancement method compared with the result obtained by EVID. (a), (e), (i) Different hazy scenes. (b), (f), (j) Result of applying Histogram Equalization. (c), (g), (k) Result of applying the method in [3]. (d), (h), (l) Our proposed EVID method.

Fig. 4.8. Zoomed details from Fig. 4.7. (a)-(d) Detail of the red wagon in the left of the image for the original image, and the output produced by HE, [3], and EVID. (e)-(f) Detail of the trees in the top part of the scene for the original image, and the output produced by HE, [3], and EVID. (i)-(l) Detail of the crane in the middle of the scene for the original image, and the output produced by HE, [3], and EVID.
Fig. 4.9. A hazy view of the city of Bilbao, and the result of varying contrast parameter $\gamma$. (a) Original hazy scene. (b) $\gamma = 0.1$ (c) $\gamma = 0.2$ (d) $\gamma = 0.3$. (e)-(h) Detail of the Guggenheim museum facade.

Fig. 4.10. A hazy view of the city of Bilbao, and the result of varying attachment-to-data parameter $\beta$. (a) Original hazy scene. (b) $\beta = 0.25$ (c) $\beta = 0.5$ (d) $\beta = 0.75$. (e)-(h) Detail of the Guggenheim museum facade.

To assess the effect of a varying attachment-to-data parameter, we have executed again EVID on the hazy image (4.9a), varying $\beta$ in the set $\{0.25, 0.5, 0.75\}$ and keeping fixed the other parameters on its baseline configuration, i.e. $\gamma = 0.2$, $\beta = 0.5$ and $\eta = 0.02$. The effect produced by increasing parameter $\beta$ is opposite to the one produced by increasing the contrast parameter $\gamma$, as expected. We can observe the result of this on Fig. 4.10. There, we can appreciate how the variation of the attachment-to-data parameter influences the degree of separation of the output image from the original one, allowing the user to control the degree of enhancement provided by the method.

The gray-world parameter captures the degree of confidence we have on the esti-
mate of the mean of the haze-free image in accordance to Kochsmieder model. The effect of varying this parameter can be appreciated on Fig. 4.11, where we have executed the EVID method with the parameter reference configuration, and with \( \alpha \in \{0.25, 0.5, 0.75\} \). A slight color shift can be noted in the different outputs. This is a global effect that can be better appreciated with a close look into the high resolution versions of the processed images.

Finally, the effect of modifying parameter \( \eta \) affects to the amount of saturation that colors in the scene experiment. This is illustrated on Fig. 4.12, where he have executed the EVID method with the baseline parameter configuration, and setting \( \eta \in \{0.01, 0.02, 0.03\} \). Color saturation gradually grows as \( \eta \) increases. We can also appreciate in the far away buildings and trees the effect produced by a large value of \( \eta \), leading to the appearance of color artifacts on large uniform areas.

4.2. Quantitative Evaluation. Evaluating the performance of a dehazing method is always a hard task due to the inherent lack of ground-truth. To overcome this difficulty, some previous works have resorted to the generation of a synthetic fog layer [45, 44, 21]. However, to be able to generate a realistic haze, we first need depth data on the scene. To this end, we employ in this work the LIVE Color+3D Database provided in [41]. This database includes twelve different scenes together with real depth data. Data was acquired using an advanced range scanner with a digital camera mounted on top of it.

To incorporate realistic fog layers on top of these images, we employed the approach of Tarel et al. [14]. The authors provide software to generate up to four different kinds of fog. This is achieved by slightly modifying Eq. (2.1) to introduce some variability, adding Perlin’s noise to both transmission \( t \) and airlight \( A \). The only parameter required by the method was the visibility distance, which was set to 60 meters for all the experiments. An example of an original image in the LIVE Color+3D Database, together with its ground-truth depth data, and the different hazy versions of the input image can be seen in Fig. 4.13.

We have therefore a total of 48 images (12 scenes under 4 different fogs). We
have compared EVID versus current state-of-the-art methods, namely the ones of He et al. [17], Meng et al. [26], Nishino et al. [34], Tarel and Hautière [43], and Gibson and Nguyen [14]. Our method was computed with the same fixed parameters for all scenes, as pointed out at the beginning of section 4.

We have used five different measures, three mainly based on the Mean Square Error (MSE), and two mainly based on the correlation. The first considered MSE based measure consists of the computation of the MSE between the images for each particular channel, and then, the combination of the results of the three channels by the $l_2$ norm numerically

\begin{equation}
MSE_{\text{split}} = \sqrt{MSE(I_{GT}^r, I_m^r)^2 + MSE(I_{GT}^g, I_m^g)^2 + MSE(I_{GT}^b, I_m^b)^2},
\end{equation}

where $I_{GT}$ stands for the ground-truth image, $I_m$ stands for the method used, the subindexes represent each color channel and

\begin{equation}
MSE(I^1, I^2) = \frac{\sum_{i=1}^{M} (I^1(i) - I^2(i))^2}{M},
\end{equation}

being $M$ the number of pixels.

The second error measure is the MSE between the luminance of the two images. Let us define $I_{lum}^{GT} = 0.2126I_{GT}^r + 0.7152I_{GT}^g + 0.0722I_{GT}^b$ and $I_{lum}^m = 0.2126I_m^r + 0.7152I_m^g + 0.0722I_m^b$. Therefore, the error measure becomes:

\begin{equation}
MSE_{\text{lum}} = MSE(I_{lum}^{GT}, I_{lum}^m).
\end{equation}

We have also defined a new error measure in order to also account for the relation between the three color channels. We denote this error measure as $l_2 - \text{color}$ and we define it as

\begin{equation}
l_2 - \text{color} = \frac{\sum_{i=1}^{M} \sqrt{(I_{GT}^r(i) - I_m^r(i))^2 + (I_{GT}^g(i) - I_m^g(i))^2 + (I_{GT}^b(i) - I_m^b(i))^2}}{M}.
\end{equation}
For measures based on the correlation, the considered measures are similar to the first two defined measures, by replacing the MSE measure by the correlation between the channels. Mathematically,

\[
\text{Corr}_{\text{split}} = \sqrt{\text{Correlation}(I_{G}^{T}, I_{m}^{T})^2 + \text{Correlation}(I_{g}^{G}, I_{g}^{m})^2 + \text{Correlation}(I_{g}^{G}, I_{m}^{m})^2},
\]

and

\[
\text{Corr}_{\text{lum}} = \text{Correlation}(I_{lum}^{G}, I_{lum}^{m}),
\]

where \text{Correlation} gives us the correlation coefficient between the two images.

Results are shown in Table 4.1. Our EVID method outperforms all the others in the five different measures when the full set of images is considered (table rows labeled 'All'). When dividing the images depending on the fog model, EVID also
outperforms the remaining ones for the homogeneous, heterogeneous attenuation and heterogeneous airlight fogs in most of the measures, being very close to the best method (Tarel and Hautiere method [43]) for the remaining fog types.

### 4.3. In-camera processing for physical-based approaches.
Kochsmieder’s law is physical and, therefore, it is directly linked with the information that reaches the camera sensor. Cameras, however, do not directly display this information due to camera limitations (such as glare [24], color gamut [25]) and camera processing options (white balance, type of scene). Even more, camera output is not in linear, but in gamma corrected form [46, 47].

Having said this, we want to point out that in the image dehazing literature the goal is obtaining visually pleasant images without the presence of haze or fog, i.e., when dehazing an image we do not aim to obtain the real color values of the scene, but a representation where we can observe the maximum information while having a visually pleasant look. And, to achieve this goal, the information given by the physical law (even if some corruption has been inserted by the in-camera processing) is shown to be essential. A clear example was given in section 4.1.2 where our method is shown to dehaze the images in a better form than other contrast enhancement methods that
do not consider the physical information.

To test the impact of these factors in our results we performed a last experiment. We considered 8 non-camera processed, 12 bit RAW images from the dataset of [47] (example image in Figure (4.14a)). For each of the images we computed a depth map [52] and used this map to obtain a homogeneous foggy-RAW image (Figure (4.14b)). We then applied to this foggy-RAW image the typical in-camera processing pipeline: we multiplied it by a $3 \times 3$ matrix transform that randomly deviates $\frac{1}{8}$ from the identity in each position to simulate the color compensation (white-balance, picture style), we applied a contrast enhancement in the form of a gamma function, and we added a channel-wise non-linearity to both the bright and dark pixels to emulate gamut mapping. Finally, we quantized the image to 8 bits. The result of this process can be seen in Figure (4.14c). Therefore, with this procedure we obtained a ground-truth image, a foggy non-camera processed image (foggy-RAW), and a foggy camera processed image (foggy-processed). Then, we dehazed the foggy-RAW and the foggy-processed images with our method and obtained the results presented in Figures (4.14d) and (4.14e). We can see that qualitatively, the result after the camera processing steps is somewhat worse when compared to the ground-truth because it considers the color compensation matrix as part of the non-foggy original image, but, even in this case, it is still a very good solution to the dehazing problem. Quantitative results in the form of the mean for the 8 images are presented in Table 4.2. There, we compare the results of the original foggy image to the results of applying our method to both the foggy-RAW and the foggy-processed images. A last column is added to compute the percentage of deterioration in comparison to the foggy original image introduced by the in-camera processing. As it can be seen, this deterioration reaches its maximum at a 3.4197% for the $MSE_{split}$.

Finally, let us also remark that our approach considers Kochsmiedier’s law in a softer manner than the rest of the dehazing methods also based in this law. In particular, we employ this law to obtain an estimation of the mean of the clean image, but, once that mean has been estimated, we do not compute the transmission in order to dehaze the image; therefore, our method does not consider Kochsmiedier’s
law for the computation of the final result.

5. Conclusions. We have proposed two substantial enhancements for the well-known perceptual color correction framework of [3] in order to perform image dehazing and defogging. First, we have adapted the grey-world hypothesis to deal with hazy scenes. Second, we have included a set of terms to maximize inter-channels contrast, leading to the formulation of an Enhanced Variational Image Dehazing (EVID) method. Our numerical experiments demonstrate an excellent behavior of our EVID method, which is qualitatively comparable versus state-of-the-art methods for normally degraded images while outperforming other methods in more challenging scenarios. We have also shown how the proposed method quantitatively outperforms other state-of-the-art methods in various fog scenarios.

Even if the EVID method seems to be capable of handling uniform areas of a hazy image, such as sky regions, in an equal or better manner when compared to other recent algorithms, we have found that chromatic artifacts still appear sometimes under very large uniform areas. This limits the appeal of our approach to be applied, for instance, for artistic purposes. Further careful modifications of the energy in Eq. (3.10) may possibly solve this issue.

Appendix. Proof of Eq. (3.11). Let us denote each of the different terms appearing in the global energy in Eq. (3.10) as follows:

\[
E_{mv}(I^j, \mu^j) = \sum_x (I^j(x) - \mu^j)^2 \tag{A.1}
\]

\[
E_{A2D}(I^j) = \sum_x (I^j(x) - I^j_0(x))^2 \tag{A.2}
\]

\[
E_C(I^j, I^k) = \sum_{x,y} \omega(x,y) |I^j(x) - I^k(y)|. \tag{A.3}
\]

When \( j = k \), Eq. (A.3) represents the mono-channel contrast enhancement term, and when \( j \neq k \), the inter-channel stretching term. With this notation, the full energy can be written as:

\[
E(I^j) = \alpha E_{mv}(I^j, \mu^j) + \frac{\beta}{2} E_{A2D}(I^j) - \frac{\gamma}{2} E_C(I^j, I^j) - \frac{\eta}{2} (E_C(I^j, I^{j+1}) + E_C(I^j, I^{j+2})).
\]

Now, given a differentiable scalar function \( \varphi \) and an arbitrary energy:

\[
E(I) = \sum_x \varphi(I(x)),
\]

the chain rule states that its derivative in the \( \delta I \) direction is:

\[
\delta E(I, \delta I) = \sum_x \left( \frac{\partial \varphi}{\partial I} \bigg|_{I(x)} \cdot \delta I(x) \right),
\]

which when applied to \( E_{mv} \) and \( E_{A2D} \) in Eqs. (A.1) and (A.2) yields:

\[
\delta E_{mv}((I^j, \mu^j), \delta I^j) = 2 \sum_x (I^j(x) - \mu^j) \cdot \delta I^j(x),
\]

\[
\delta E_{A2D}(I^j, \delta I^j) = 2 \sum_x (I^j(x) - I^j_0(x)) \cdot \delta I^j(x).
\]
To compute the variation of $E_C(I^j, I^k)$ in the direction of $I^j$, we distinguish two cases. We assume first $j = k$, and approximate the non-differentiable absolute value by the function $z \mapsto |z|_\epsilon = \sqrt{z^2 + \epsilon^2}$, the derivative of which is the sign function:

$$\frac{d}{dz}|z|_\epsilon = \frac{z}{\sqrt{z^2 + \epsilon^2}},$$

that, as $\epsilon$ tends to 0, approximates the sign function smoothly:

$$\lim_{\epsilon \to 0} \text{sign}_\epsilon(z) = \begin{cases} 
1 & \text{if } z > 0, \\
0 & \text{if } z = 0, \\
-1 & \text{if } z < 0.
\end{cases}$$

Replacing the absolute value in Eq. (A.3) by $|·|_\epsilon$ we obtain a modified energy $E_C(I^j, I^j)$, the variation of which is given by:

$$\delta E_C(I^j, \delta I^j) = \sum_x \sum_y \omega(x, y) \text{sign}_\epsilon(I^j(x) - I^j(y)) (\delta I^j(x) - \delta I^j(y))$$

$$= \sum_x \sum_y \omega(x, y) \text{sign}_\epsilon(I^j(x) - I^j(y)) \delta I^j(x)$$

$$- \sum_x \sum_y \omega(x, y) \text{sign}_\epsilon(I^j(x) - I^j(y)) \delta I^j(y).$$

Now, using the formula $\text{sign}_\epsilon(z) = -\text{sign}_\epsilon(-z)$, we rewrite the second term in the right hand side of the last equality:

$$\delta E_C(I^j, \delta I^j) = \sum_x \sum_y \omega(x, y) \text{sign}_\epsilon(I^j(x) - I^j(y)) \delta I^j(x)$$

$$+ \sum_x \sum_y \omega(x, y) \text{sign}_\epsilon(I^j(y) - I^j(x)) \delta I^j(y)$$

$$= \sum_x \sum_y \omega(x, y) \text{sign}_\epsilon(I^j(x) - I^j(y)) \delta I^j(x)$$

$$+ \sum_y \sum_x \omega(y, x) \text{sign}_\epsilon(I^j(x) - I^j(y)) \delta I^j(y).$$

In the above equality, we have interchanged the notation $x \leftrightarrow y$ in the last term. Since $\omega(x, y)$ is a symmetric function, and applying a discrete version of Fubini’s Theorem, we can interchange the order of summation in the second term of the sum, and gather both terms arriving at:

$$\delta E_C(I^j, \delta I^j) = 2 \sum_x \left( \sum_y \omega(x, y) \text{sign}_\epsilon(I^j(x) - I^j(y)) \right) \delta I^j(x).$$

The variation of $E_C(I^j, I^k)$ in the direction of $I^j$ when $j \neq k$ is a simplification of the above. Since in this case $I^k$ can be considered a constant, we simply need to approximate the absolute value by $|·|_\epsilon$ in order to directly apply the chain rule:

$$\delta E_C((I^j), \delta I^j) = \sum_x \left( \sum_y \omega(x, y) \text{sign}_\epsilon(I^j(x) - I^k(y)) \right) \delta I^j(x).$$
By letting \( \epsilon \) tend to zero in the Eqs. (A.4) and (A.5) and gathering together all variations, we can write the variation of the full energy in the direction of \( \delta I_j \) as:

\[
\delta E(I_j) = \sum_x \left[ \alpha (I_j(x) - \mu_j) + \beta (I_j(x) - I_{j0}(x)) - \gamma \sum_y \omega(x,y) \text{sign}(I_j(x) - I_{j0}(y)) - \eta \left( \sum_y \omega(x,y) \text{sign}(I_j(x) - I_{j+1}(y)) + \sum_y \omega(x,y) \text{sign}(I_j(x) - I_{j+2}(y)) \right) \right] \delta I_j(x).
\]

This shows that the gradient of the full energy amounts to the expression shown in Eq. (3.11).
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